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1 Introduction and overview

Privacy is not just a security requirement, but first of all a right established through social contract,
and balanced through policy decisions. Security research should therefore not be expected to resolve
all privacy problems by technical means, since most of them are not (merely) technical problems,
but involve social and political processes. A suitable role for security research should be to inform
the stakeholders in the privacy policy debates, to provide solid foundations for the privacy decisions,
and to develop the needed tools for implementing privacy policies and privacy decisions.

The public discourse about privacy is hampered by several conceptual difficulties. One is that
the fundamental idea of privacy as a basic constituent of social life is often replaced by narrow
views, influenced by the latest news about the privacy threats arising from the latest communication
technologies. This difficulty and the research needed to resolve it is commented about in Sec. 2. The
second difficulty is that similar privacy problems, arising in different areas, are often not recognized
as similar, but conceptualized differently in each area, and the privacy solution in one area is
treated as the privacy problem in another one, depending on the political and economic influence
of the stakeholders. This difficulty and the research needed to mitigate it are further explained in
Sec. 3. Sec. 4 describes an emerging path towards balancing privacy. Sec. 5 discusses an approach
to assessing and measuring privacy, that may also be useful in specifying and designing privacy
policies, protocols and mechanisms.

2 Why is it hard to agree about privacy objectives?

The ongoing public discussions about privacy have been driven by the privacy threats arising from
the new technologies ever since Warren and Brandeis’ seminal paper [13] from 1890. The definition
of privacy as the right to be left alone goes back to that paper. The phrase ’being left alone’ here does
not only mean being left alone by the the government officials, but also by the journalists and by the
traveling salesmen; and not only alone with your family and your tangible properties, but also with
your intangible properties, your inventions, culture and beliefs. Following the subsequent expansion
of the technologies that shifted the bounds of privacy in various ways, the public perception of
privacy has mainly been focused on the information gathering and the information flow control
techniques of the day, gradually losing sight of private life as a basic component of social life.
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Without the common ground of this overarching view, the participants of the privacy debate have
been advocating different notions of privacy, each serving a particular social goal that the participant
who advocates it sees as central. The task of reconnecting these particular views of privacy within
a common conceptual framework, fine tuning the demarkation line between the private and the
public sphere requires a genuinely interdisciplinary discourse, unifying social sciences and computer
science as effectively as social networks have been unified with computer networks.

In contrast with the other main topics of security research (such as the properties from the
confidentiality-integrity-availability triad), privacy is not just a design requirement that we impose
as desirable on a system or on a process. As explained by Warren and Brandeis [op. cit], privacy is
a right, a political of legal entitlement of a participant in a social process. The right to privacy is
viewed as an expansion of the right to life; the ownership of private data is viewed as an expansion
of the ownership of physical assets. Much earlier, Aristotle [1] explained that the fundamental
constituent components of a society are always

• the private sphere, comprising home, family, childbirth, etc., and

• the public sphere, comprising city, market, war, etc.

The balance between the two spheres changed from state to state, and from war to war. The conflict
between the two spheres was depicted, e.g., in Sophocles’ tragedy Antigone [12], where the heroine
was torn between her private duty to bury her brother who perished in a war against the king, and
her public duty to obey king’s order to leave her brother unburied in the field.

Aristotle’s subdivision into the private sphere of home (οίκος, which is the root of our words
economy and economics) and the public sphere of the city (πόλις, which is the root of our words
policy and politics) is echoed in the modern subdivision of the methods of social choice into the
economic mechanisms of the market, and the political mechanisms of voting and representation [2].
The problem of demarkation between the public sphere and the private sphere, addressed by the
diverse social structures proposed and tested throughout history, is nowadays expressed through
dynamics of the economic and the political forces, and their efforts to control each other. Each
side thus sees the necessity of their social role as the foundation of freedom, and the defining factor
of privacy, leading them to disagree about the very definition of the concept under discussion. In
some cases, one side emphasizes the need for access to information, the other one the need for
compartmentalization of that information; in other cases they switch the roles and each emphasizes
the opposite concern with respect to the other type of data.

The answer that each society offers at the end of the day to the question of privacy is decided
at the deepest layers of its political and economic system, and determined by the real political and
economic powers. The researchers can provide the terms that can be used to state that answer, and
they can propose the tools to implement it. They can also dispel some misunderstandings.

3 Privacy by any other name

The privacy requirements usually take the form of imposing precise boundaries on the information
flows of specific type. E.g., my medical files should be available to my physician, but not to my
employer. The conflicts arise when there are opposite reasons, one requiring that an information
is available, the other one that it is restricted. E.g., a wiretap of a phone call between a known
criminal and his mother should be available to an investigator because the criminal may be involved
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in a criminal activity, but it should be restricted to preserve the rights of his mother, if she is not a
suspect. The other way around, the information about the wiretap should be available for scrutiny,
to prevent the abuses of policing powers, and it should also be restricted, to prevent that the suspects
avoid surveillance. To resolve both pairs of logically contradictory requirements, a privacy policies
must go beyond logical specifications, and specify a social preference providing a balanced decision
for each case, and finely tuned information flow controls to implement both decisions.

Technically, the implementations of individual privacy policies thus boil down to finely tuned
information flow controls. But the implementations of intellectual property and digital rights policies
also boil down to finely tuned information flow controls. And the implementations of the policies
for disclosure of classified data also boil down to finely tuned information flow controls. The same
technical task of restricting the public flows of information is studied under three different names
for three different types of data ownership: as privacy for the individual data, as digital rights for
the commercial data, and as classification for the government data. The same agents often work on
protecting the information flow restrictions in one domain, and on circumventing or breaking such
restrictions in another domain. The similarity of the tasks and the differences of the results and of
the incentives between the domains of digital rights and individual privacy were commented about
in [15, 6]. To further complicate things, the three research directions, sponsored by the three families
of stakeholders, with their different funding powers, lead to three different families of techniques for
information flow controls on one hand, and for information gathering and circumventing the flow
controls on the other hand. Fig. 1 displays a crude picture of the effects.
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Figure 1: Balancing privacy through information gathering and information flow control

Although the differences between the applications in some cases hamper the direct transfers of
the techniques from one domain to another (e.g., the DVD encoding techniques do not yield the
protections for private databases in any obvious way), in other cases the application gap between the
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domains seems smaller. E.g. the definitions and some of the methods of differential privacy [4] seem
applicable not only to statistical databases, but also to the disclosure mechanisms for confidential
data; and the ubiquity of small cameras has led both to the increase of public surveillance and
decrease of individual privacy on one hand, but also to the increase of the counter-surveillance of
the public officials by private individuals, and thus to providing the tools for limiting the intrusions
into the private domain. — A unified research into the underlying methodologies for information
gathering and information flow controls, as applicable to all types of data and transactions, might
quickly recover some of the missed opportunities for transferring the results and the techniques
between the problem areas of privacy, digital rights, and classified data protections.

4 Privacy architectures: from mutual surveillance to mutual trust

Most paths to balancing privacy policies seem to lead through a phase of public scrutiny of the public
functions that interface private data. The processes that led to balancing the controls of the private
information flows through the expanse of the health care channels, or through the experiments
that involve human subjects, or even through the web tracking datasets, all went through that
phase. A subtle example that seems to be rapidly evolving at the moment are the processes of
’guarding the guardians’, or sousveillance [7], whereby the surveillance by one participant of a social
interaction (e.g. police recording a demonstration, or a company using CCTV) is balanced by the
surveillance by the other participant (the demonstrators, resp. the employees or customers). The
wide availability of the personal recording devices (smartphones, Google glass), combined with the
expanding capability to crowdsource the evidence gathering, processing and dissemination (through
various social networks) has led to spontaneous expansion of this approach as a vehicle of diverse
social actions, and as a new interface between the public and the private sphere. This phenomenon
requires genuinely interdisciplinary research, since the forces that drive it essentially depend on both
the social and the computational preconditions, which cannot be separated.

The salient point of modeling the guarding-the-guardians processes, as a process of balancing
the public functions and the privacy requirements, is that already the simple network models (along
the lines of [8, 9]) uncover an interesting and promising social dynamics — whereby the expansion
of the private surveillance of public functions in response to the increase of public surveillance of
private actions does not lead to an escalation of conflict, or even to a surveillance arms race, as one
might expect at the first sight, but to an actual decrease of surveillance on both sides, by introducing
mutual trust, arising from the availability to the protocol participants of information flows about the
ongoing protocol executions [9]. By providing grounds for trust, the open mutual surveillance can
thus decrease the need for surveillance. This negative feedback seems worth attention and research.1

5 Privacy assessment and measurement

If the privacy breaches are viewed as information leaks, then analyzing privacy requires recogniz-
ing and quantifying the flows of private information. But while information theory provides the
mathematical tools for quantifying the amount of information flowing through a channel, taking
computational feasibility into account leads to a slew of negative results, some immediate, some

1The other way around, the same toy toy model suggests that one-sided surveillance generate an exponential (thus
self-destabilizing) expansion of surveillance. But this phenomenon is already known from the historic evidence about
the totalitarian regimes.
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nontrivial, showing that the various simple and natural requirements that one might want to im-
pose on the databases containing private data (cf. [3]) cannot be feasibly realized [4]. The theory
of differential privacy [5] addresses the algorithmic aspect of the problem.

The focus on algorithmics, however, seems to have impacted the practical applicability of the
approach, or at least slowed down the actual applications. The definition of differential privacy
provides a framework for specifying algorithms that assure that the information leakage negligible
in a formal sense agreed by the researchers. In the practical applications, thought, the notion of
acceptable or negligible leakage varies from case to case. While a robust notion of negligible infor-
mation leakage is convenient for formulating theoretical results, the practical tasks of assessing the
privacy loss from application to application would be better served by a flexible and more informa-
tive measurement tool for quantifying the information leakage, which would allow the practitioners
to gather experience from case to case. Such measurement tools are not far from the conceptual
realm of differential privacy, and the research towards spelling them out might quickly lead to a
tide of applications. Looking at the problem through the lens of our own work within the ongoing
projects, we believe that the tools for quantifying privacy can be obtained by combining the theory
of differential privacy with the structure of proximity sets, previously used for concept mining and
trust network analysis [10, 11].

6 Conclusion

The privacy objectives, and the demarcation between the public sphere and the private sphere is
determined by balancing the social powers of the involved social agents and interest groups. What
will be public and what private is determined through social contract. Totalitarian regimes deny
all privacy and intellectual property, while covering their own actions by shroud of secrecy. In
commercially driven societies, the private and the government data are freely collected and sold
for commercial purposes, while the strong protections are only provided for the commercial data
and intellectual property. In some early societies, like pre-Doomsday Book England, the public
sphere boils down to the royal court and the market place, and even the very existence of the
individuals living in the country was their private matter, until the need for tax collections led
to the first data collections. Even nowadays, some extreme advocates of privacy endorse the old
Saxon idea of the local sheriff as the highest public office, beyond which there is no higher political
power [14]. The extreme views of the private and of the public domain span from one end of the
political spectrum to the other. They illustrate the scope of the misunderstandings to which the
conceptual compartmentalization of the public debate about privacy can lead — and the urgency of
a conceptual unification, providing a common ground for a productive social discourse and technical
innovation in the realm of privacy.
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